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Abstract— Trajectory optimization methods have achieved an exceptional level of performance on real-world robots in recent years. These methods heavily rely on accurate analytical models of the dynamics, yet some aspects of the physical world can only be captured to a limited extent. An alternative approach is to leverage machine learning techniques to learn a differentiable dynamics model of the system from data. In this work, we use trajectory optimization and model learning for performing highly dynamic and complex tasks with robotic systems in absence of accurate analytical models of the dynamics. We show that a neural network can model highly nonlinear behaviors accurately for large time horizons, from data collected in only 25 minutes of interactions on two distinct robots: (i) the Boston Dynamics Spot and an (ii) RC car. Furthermore, we use the gradients of the neural network to perform gradient-based trajectory optimization. In our hardware experiments, we demonstrate that our learned model can represent complex dynamics for both the Spot and Radio-controlled (RC) car, and gives good performance in combination with trajectory optimization methods.

I. INTRODUCTION

Robots are expected to perform complex and highly dynamic maneuvers in unknown environments [1]–[5]. Traditional trajectory-based optimal control approaches are often used for this purpose [6]. Trajectory optimization methods are well established and give physically accurate trajectories which exhibit complex and dynamic behaviors [7]–[9].

However, trajectory optimization methods require an accurate dynamics model of the system. Traditional modeling approaches either rely on simplified models and/or invest immense engineering effort in selecting relevant features for system identification [10]–[13]. For highly dynamic and complex systems, it is difficult—if not impossible—to derive models following these approaches. For example, the Boston Dynamics Spot robot\(^1\) has an on-board inaccessible low-level controller, and only allows control of high-level commands. This makes the Spot a complete black box and possibly non-Markovian system. Thus, deriving a dynamics model for the Spot’s high-level behavior is very challenging. However, understanding its behavior is extremely essential for planning, especially when operating the robot in unknown environments (Fig. 1).

The goal of this work is to leverage gradient-based trajectory optimization methods for dynamic robotic systems, such as the Spot and the RC car, whose dynamics are unknown and challenging to model. Towards that goal, we use data-driven methods to obtain the dynamics model. Specifically, we record short spans of data (around 25 minutes) directly on the system and learn a model from the recorded data. We employ parametric models such as multilayer feedforward neural networks [14] and Recurrent Neural Networks (RNN) [15] to capture the dynamics. This allows us to model the system while requiring no first principles or engineered solutions. We then leverage the learned model to perform complex and dynamic maneuvers through trajectory optimization. This approach is evaluated on two distinct mobile robots: the Spot, and a drifting RC car (Fig. 1). For the Spot, we consider two different terrains; normal/nominal terrain, and slippery terrain that we simulate by putting socks at the robot’s feet (see the top half of Fig. 1). In our results, we demonstrate that we can reliably learn the robot’s dynamics with data collected in around 25 minutes, and leverage the model to execute a complex trajectory using trajectory optimization. Furthermore, when operating on more slippery terrain, we show that by recording just 15 minutes of additional data, we can adapt our model to the new surface successfully. Similarly, on the RC car, we show that after collecting a small corpus of data consisting of 15 minutes of interactions, we can perform highly complex and dynamic maneuvers like drifting, which are generally difficult to model [16], [17].

Our contributions are as follows, we demonstrate that (i) our learned model works successfully for trajectory optimization, (ii) can be adapted for different operating conditions, (iii) is capable of achieving complex drifting

\(^{1}\)https://www.bostondynamics.com/products/spot

Fig. 1: We evaluate two distinct robots Boston Dynamics Spot and a dynamic RC car. For the Spot, we consider a normal and slippery terrain. We simulate the slippery terrain by using socks at its feet. This causes the spot to slip and lose balance, as depicted on the top three images.
maneuvers, and (iv) gives significant performance gain in lap-time for the RC car compared to a human expert. Lastly, to the best of our knowledge, we are the first to demonstrate on the example of the Spot, a dynamic, black box, and closed-loop system, that a RNN dynamics model can be learnt from scratch in 25 minutes and enable agile control using gradient-based trajectory optimization. Refer to the accompanying video\textsuperscript{2} for more details.

II. RELATED WORK

There has been a considerable amount of research in learning-based control for robotic systems [18]–[27]. Most works typically use Gaussian processes (GPs) [28] to learn the system dynamics [29]. GPs are powerful non-parametric machine learning models that can exhibit strong theoretical guarantees, but they scale poorly for large datasets [28]. Alternatively, neural networks have been suggested as an expressive class of parametric models [30], [31]. Specifically, Multilayer Perceptron (MLP), and RNN have shown promising results in modeling unknown nonlinear dynamical systems [32]–[34]. Neural networks can capture complex behaviors, and therefore are often used in deep model-based reinforcement learning (MBRL) [24]–[27]. Here, generally, the methods either also learn a control policy, i.e., end-to-end control (for instance, an MLP that outputs control signals for a given state), or use population-based search heuristics such as the cross-entropy method [35] for trajectory optimization. Nonetheless, there are notable exceptions such as [36], [37] that deploy traditional trajectory optimization solvers. In [36], local time-varying linear dynamics are learned and then integrated into an iLQG [38] based trajectory optimizer, which is finally used to learn a parametric policy. In contrast, we learn a global dynamics model and use a gradient-based direct shooting trajectory optimization approach for simplicity. Our approach is straightforward to implement and works successfully on two distinct and challenging mobile robots. A similar approach is used in [37], where trajectory optimization is performed using the out-of-the-box Adam optimizer [39]. Specifically, their work focuses on regularizing trajectory optimization to prevent the exploitation of model inaccuracies using denoising auto-encoders. The proposed scheme is then tested in simulation. However, the objective in our work is different since we focus on the successful deployment on real hardware. Particularly, we want to demonstrate how our learned models can be successfully leveraged to optimize trajectories and deploy them on real, and dynamic robots. Most closely related to our approach are [23], [40]. The approach in [40] uses a neural network to learn the dynamics of a RC car and perform dynamic maneuvers through a model predictive controller with a sampling-based optimization scheme. However, in our work, we can achieve similar dynamic behavior using our gradient-based trajectory optimization approach, which is fast, especially in high dimensions, and known to have strong local convergence guarantees [41]. In [23] a model for the Spot is learned and leveraged for gradient-based trajectory optimization. However, [23] considers a parametric model with hand-picked features. For a black-box system like the Boston Dynamics Spot, hand-picking features is a time-consuming, and often unintuitive process. We overcome this limitation by employing RNNs instead of hand-picking features. RNNs are suitable for sequence modeling by design [42], and have been successfully used to learn dynamic models for predicting longer time dependencies [32], [34], [43]–[45]. However, most of these works focus on simulation setups, and do not consider complex and dynamical real-world systems like the Spot. Especially on the case of the Spot, due to its low-level controller and gait cycle, the system might not be non Markovian [46]. However, the RNN allows us to capture its dynamics by a learning the hidden state.

III. METHOD

The goal of this paper is to find an optimal finite-horizon control sequence for our dynamical system. We formulate this as a time-discretized trajectory optimization problem: Let $X := (x_1, \ldots, x_n)$ and $U := (u_0, \ldots, u_{n-1})$ be the stacked state and control input vectors for a total of $n$ trajectory steps. Given a known initial state $x_0$, we write the trajectory optimization problem as

\begin{equation}
\begin{aligned}
\min_U \quad & \ell(X, U) \\
\text{s.t.} \quad & x_{i+1} = x_i + f(x_i, u_i), \quad \forall i = 0, \ldots, n-1 \\
\text{with total cost } & \ell \text{ and a deterministic state transition function } f.
\end{aligned}
\end{equation}

The latter models the dynamics of the physical system we want to control.

A. Trajectory Optimization

We solve the trajectory optimization problem as stated in Equation (1) through a gradient based method. Hereby, we are interested in finding the optimal control parameters that minimize the total cost $\ell(X, U)$.

By following the chain rule, we can compute the gradient as

\begin{equation}
\frac{\partial \ell}{\partial U} = \frac{\partial \ell}{\partial X} \frac{\partial X}{\partial U}.
\end{equation}

We then perform gradient-based optimization either using standard optimizers such as Adam [39] or a simple line search for the step size. To avoid convergence to bad local optimas, we run the optimization with random initialisations and pick the best sequence.

The Jacobian $\frac{\partial X}{\partial U}$ depends on the state transition function. Specifically, it is a lower diagonal matrix that can also be computed via the chain rule:

\begin{equation}
\begin{aligned}
\frac{\partial x_i}{\partial u_j} &= \begin{cases}
\frac{\partial x_i}{\partial u_j} = \frac{\partial x_i}{\partial u_j}, & j < i, \\
\frac{\partial x_i}{\partial u_j} = \left(\frac{\partial x_i}{\partial u_j}\right)_{(x_{i-1}, u_{i-1})}, & j = i-1, \\
0 & \text{else},
\end{cases}
\end{aligned}
\end{equation}
Throughout the entire time horizon. The corresponding cost both high magnitudes and high changes in the control inputs. In particular, we encourage smooth trajectories by penalizing as a sum over input penalties and state-wise immediate costs.

$$\frac{\partial x_j}{\partial x_i} = \begin{cases} \frac{\partial x_j}{\partial x_i}, & \forall j < i-1, \\ 1 + \frac{\partial f}{\partial x_i}(x_{i-1}, u_{i-1}), & j = i-1, \\ 1, & j = i, \\ 0, & \text{else.} \end{cases}$$

1) Control Costs

We construct the cost function, $\ell(X, U)$ (Equation (1)), as a sum over input penalties and state-wise immediate costs. In particular, we encourage smooth trajectories by penalizing both high magnitudes and high changes in the control inputs throughout the entire time horizon. The corresponding cost can be written as

$$\ell_{\text{reg}}(U) = u_u \sum_{i=0}^{n-1} \|u_i\|^2 + u_{\text{jerk}} \sum_{i=1}^{n-1} \|u_i - u_{i-1}\|^2.$$  

Here, $u_{\text{jerk}}$ and $u_u$ are weights used to penalize jerks, and large control magnitudes respectively. We define the state-wise immediate costs as

$$\ell_{\text{target}}(X) = \sum_{i \in I} \|x_i - \hat{x}_i\|^2,$$  

Here, $\hat{x}_i$ is the predefined target state at time step $i \in I$. We select the target state according to a reference trajectory we want the system to follow. The overall cost is a weighted sum of the two objectives,

$$\ell(X, U) = \ell_{\text{target}}(X) + \ell_{\text{reg}}(U).$$

B. Learning the Dynamics

Though trajectory optimization in itself is well studied, the main challenge for us stems from the unknown dynamics $f$. To this end, we represent $f$ as a parametric model $f_\theta$, and learn the parameters $\theta$. Specifically, we record a dataset of transitions $\{(x_k, u_k, x_{k+1})\}$ directly on the robots and use the collected data to learn the dynamics in a supervised manner by maximizing the data likelihood. The learned model $f_\theta$ is then used for trajectory optimization. Then, we fix the learned model $f_\theta$, and leverage it to perform trajectory optimization to find the optimal control input $U^*$:

$$\min_{U} \ell(X, U)$$  

s.t. $\hat{x}_{i+1} = \hat{x}_i + f_\theta(\hat{x}_i, u_i), \ \forall i = 0, \ldots, n-1$

where $\hat{X} := (\hat{x}_1, \ldots, \hat{x}_n)$ is the concatenation of predicted n-step trajectory using the learned model.

1) Learning for the Spot

In this work, we consider a three-dimensional input space for the Spot, which corresponds to the forward, sideward, and angular velocities. This allows us to move the robot’s base in a 2D plane only. Therefore, the states of the Spot we consider are the position, orientation, and velocities in the local frame, i.e.,

$$x = [p_l^f, p_y^f, \psi, v_x^f, v_y^f, \dot{\psi}]^T.$$  

Furthermore, when considering mobile robots operating on homogeneous terrains, we can assume that the dynamics are invariant with respect to the robot’s global position. Therefore, we do not consider the global positions as input for $f$ when learning the dynamics. This reduces the input space for $f$ and potentially helps in faster generalization.

We control the Spot at a 20 Hz frequency and fix its gait to trot. For the state measurements, we use the on-board Spot state estimator. From initial experiments, we notice that the leg joint configuration and gait cycle of the Spot influences its behavior. This influence is not captured by description of our state space. To this end, we learn a hidden state by using an RNN, specifically a gated RNN (GRU) [47], with the hope that the hidden state can represent the true dynamics of the robot better. Moreover, we deliberately choose a simple state-space representation of the Spot and leverage the learned hidden state to compensate for other unaccounted influences.

2) Learning for the RC car

We use an RC car with a high torque motor, which allows us to perform dynamic maneuvers that involve loss of traction and drifting. The state of the car consists of three degrees of freedom, two for its position, and one for its orientation. This corresponds to the same state space as the Spot. The inputs for the car are the forward velocity and steering angle. We use the Optitrack for robotics motion capture system\(^3\). We use a feed-forward neural network to capture the dynamics.

3) Regularization and Continuous Activation Functions

Since we use our learned model for gradient-based trajectory optimization, we prefer smooth derivatives. Smooth derivatives not only ease the trajectory optimization itself but also result in smoother action sequences. To this end, we choose continuous activation functions, such as Gaussian Error Linear Units (GELU) [48] for our neural networks and apply a L2 regularization to avoid overfitting.

Our approach is summarized in Algorithm 1.

```
Algorithm 1 Learned Model for Trajectory Optimization

Require: Data: $D$, Initial Input Sequence $U_0$
Train model from dataset $D$: $\theta^* \leftarrow \min_{\theta} L(D|f_\theta)$.
$k \leftarrow 0$
while Not Converged and $k < N_{\text{max}}$ do
  $U_{k+1} \leftarrow U_k - \eta_k \frac{\partial \ell}{\partial U_k}$
  $k \leftarrow k + 1$
return $U_k$
```

IV. RESULTS

This section presents experimental results on hardware achieved through trajectory optimization using learned models. The aim of our experiments is to demonstrate that our learned models can (i) capture nonlinear dynamics of the robots well, and (ii) be successfully used for trajectory optimization. Therefore, we learn models for two mobile robots, the Spot and the RC car. To demonstrate the strength of our models, we perform open-loop trajectory optimization. Lastly, we demonstrate how our learned model can be successfully integrated into closed-loop trajectory optimization on the example of the RC car on a race track. A summary table of our open-loop trajectory optimization results is presented in Table I. We also provide a video (see Section I) of our dynamic motions on hardware.

\(^3\)https://optitrack.com/applications/robotics/
A. Boston Dynamics Spot Experiment

Due to the black-box nature of the Spot, it is difficult to derive a model from the first principles. A simple model one may consider is $v_{l,x,k+1} = u_{\text{Forward},k}$, $v_{l,y,k+1} = u_{\text{Sideward},k}$, and $\dot{\psi}_{k+1} = u_{\text{Turning},k}$, i.e., desired/commanded velocities are equal to the actual velocities of the robot. From this, the positions can be determined using Euler forward integration. This model is compared to our learned model on test trajectories with forward and turning motions (Fig. 2). From Fig. 2, we can deduce that our learned model is considerably better than the simple first principles model. For instance, it is noticeable from the figure that given the low-level controller, the robot cannot walk backward as fast as commanded. Particularly, it can walk forward faster than backward. While the simple model cannot capture this behavior, our learned model can. This highlights the importance of learning a dynamics model for the Spot and also showcases the limitations of our first principle model. On the left in Fig. 4, we compare the test-error accumulation over open-loop predictions for varying horizons between (i) simple model, (ii) neural network model, and (iii) RNN (GRU) model. The errors of the simple model increase drastically with the horizon length. Nonetheless, the neural network model and the GRU model show better performance, with the GRU giving better results.

To further demonstrate the benefits of learning for the robot, we simulate a slippery terrain by putting socks at the feet of the Spot. The socks cause the Spot to slide and therefore slip (Fig. 1). As depicted in Fig. 3, this leads to a slight difference in Spot’s tracking performance. We capture this change in dynamics, by recording another dataset for the slippery case for 15 minutes and adapting the learned model from before by retraining on the new dataset. On the right-hand side of Fig. 4, we compare the adapted model with the unadapted one for test data recorded on the slippery surface. From the figure, we can conclude that the adapted model performs slightly better than the unadapted one as the prediction horizon increases.

1) Trajectory Optimization

We leverage our learned model to perform trajectory optimization. In order to quantify the prediction strength of our model, we execute an open-loop rollout and measure the deviation between the expected and observed trajectory.
Our results show that the learned model performs considerably better than the first principle one, i.e., has considerably (around a factor of five) lower errors.

![Fig. 5: Spot open-loop zig-zag trajectory obtained through trajectory optimization with the learned model.](image)

![Fig. 6: Comparisons for Spot experiments. Left: Prediction error using the first principles model (green) and the learned model (blue). Right: Prediction error of the unadapted model (blue) and the model adapted for the slippery floor (grey). For both cases, we average over four independent trajectories and also depict the standard deviation.](image)

Table I: The error between the planned and achieved position for open-loop trajectory optimization.

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>Spot zig-zag normal terrain</th>
<th>Spot zig-zag slippery terrain</th>
<th>Parallel Parking</th>
<th>Dynamic Reverse</th>
<th>Drifting Turn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>150</td>
<td>150</td>
<td>40</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>Mean L2 Position Error [m]</td>
<td>0.31</td>
<td>0.24</td>
<td>0.38</td>
<td>0.21</td>
<td>0.37</td>
</tr>
<tr>
<td>STD Dev L2 Position Error [m]</td>
<td>0.03</td>
<td>0.09</td>
<td>0.10</td>
<td>0.074</td>
<td>0.21</td>
</tr>
<tr>
<td>Mean Absolute Heading Error [rad]</td>
<td>0.07</td>
<td>0.01</td>
<td>0.13</td>
<td>0.50</td>
<td>0.10</td>
</tr>
<tr>
<td>STD Dev Absolute Heading Error [rad]</td>
<td>0.01</td>
<td>0.03</td>
<td>0.08</td>
<td>0.10</td>
<td>0.10</td>
</tr>
</tbody>
</table>

2) Closed-Loop Trajectory Optimization

We perform experiments in an online trajectory optimization setting by driving on a predesigned race track (Fig. 10). Closed-loop trajectory optimization is the more conventional approach to controlling robots. Thus, in this experiment, we demonstrate how it can be successfully achieved with our learned model. To this end, we apply trajectory optimization in a receding horizon fashion. The overall objective (introduced as costs \( \ell(X, U) \)) is to advance along the race track with a predefined high velocity for the entire time horizon of the trajectory. Additionally, we add a cost for track excursions. Hereby, we choose a horizon of \( n = 20 \) and control the robot at a frequency of 20 Hz. We leverage parallelization to estimate the derivatives \( \frac{dX}{dU} \) with finite differences for this particular experiment. Additional performance metrics of the RC car on the racetrack are given in Fig. 10. As shown in the video, the car is able to race through the track with high velocity while performing dynamic maneuvers.

C. Discussion

In our open-loop trajectory optimization experiments, we notice that model inaccuracies accumulate over the trajectory horizon (Table I). Even though these inaccuracies are small, they can still have an impact on the robot’s performance. Nonetheless, we can compensate for these inaccuracies using feedback control, as we demonstrate this on the example of the RC car Section IV-B.2. Furthermore, during our model selection process (Section III-B.3), we hypothesized that paying close attention to regularization and selection of activation functions would help in obtaining smoother action sequences. Clearly, smoother action sequences are preferred when deploying directly on real-world hardware. We validate this hypothesis on the RC car example. As depicted in Fig. 11, the control sequence resulting from the network with GELU activations is considerably smoother than the one obtained using Rectified Linear Units (ReLU) activations. We trace this back to the gradient used for trajectory optimization, which is much noisier for ReLU as well. Lastly, for the Spot experiments, we simulate a drastic shift in the robot’s operating condition in form of the slippery terrain. However, given the robot’s state-of-the-art low-level controller, we expect it to perform reasonably well in settings where the shift in the operating conditions is not drastic. To this end, we test the Spot on dry grass and notice that at least for forward, backward, and turning motions, the
tracking performance on the lab floor and dry grass is equally good, see Fig. 8. Thus, we believe in such settings, we can still leverage the model learned in the lab environment.

V. CONCLUSION AND FUTURE WORK

The goal of this work is to leverage traditional trajectory optimization approaches for systems with unknown dynamics. We demonstrate that this can be achieved through machine learning on two distinct and challenging robots. Specifically, our results show that we can capture the dynamics of the robots, adapt our learned model to new operating conditions, and perform dynamic maneuvers using trajectory optimization.

This work opens various avenues for further research. For instance, the exploitation of model inaccuracies by policy optimizers has been investigated in the literature [25], [50], [51]. Suggested strategies are the use of probabilistic ensembles [25], [27], [52]–[54], shorter task horizons [51] and denoising autoencoders [37]. Since in our work we observed an accumulation of model inaccuracies (Table I), in the future these approaches can be integrated to study their influence on performance. Additionally, in this work, the data used to learn the model was recorded offline. However, methods such as [27] automate the data acquisition by exploring the system dynamics in an episodic online learning setting. Future work may consider leveraging these advances. Furthermore, in this work, we were interested in finding smooth rather than accurate gradients. We think studying the influence of model selection on learning accurate dynamics and gradients, as well as leveraging structured learning techniques for capturing robot dynamics [55], is an exciting direction for future work.


